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ABSTRACT

We present an interactive image-based modelling method for gen-
erating 3D models within an augmented reality system. Applying
real time camera tracking, and high-level automated image analy-
sis, enables more powerful modelling interactions than have previ-
ously been possible. The result is an immersive modelling process
which generates accurate three dimensional models of real objects
efficiently and effectively. In demonstrating the modelling process
on a range of indoor and outdoor scenes, we show the flexibility
it offers in enabling augmented reality applications in previously
unseen environments.

Index Terms: H.5.1 [Information Interfaces and Presentation]:
Multimedia Information Systems—Artificial, augmented, and vir-
tual realities I.4.8 [IMAGE PROCESSING AND COMPUTER VI-
SION]: Scene Analysis—Shape

1 INTRODUCTION

This paper describes an in situ image-based modelling method for
augmented reality, called Jiim (as Jiim is In-situ Image-based Mod-
elling). The method uses information gained through automated
analysis of video to empower an interactive 3D modelling process.
The result is a flexible and efficient method for creating accurate
3D models of real objects in the scene. These models can be used
within the AR system itself to enable real and synthetic objects to
interact convincingly, or for non-AR purposes such as importing
into Google Earth. The creation of the models and their use in AR
can be interleaved, allowing “on demand” creation of the minimal
3D structure that is necessary for a particular application.

Jiim has benefits for both image based modelling and AR. The
image-based modelling process benefits from the fact that the syn-
thetic model and the real object can be compared in-situ while mod-
elling is being carried out. This allows the user to see which parts
of the model require further modelling, and to select camera view-
points from which to capture the necessary footage.

The AR process benefits because Jiim provides an efficient
means by which to inform the AR application about world geom-
etry without the need for pre-existing models. The user may thus
take the AR system into an unknown environment and quickly gen-
erate a 3D mesh representing the shape of the scene.This mesh can
then be used to calculate the interaction between real and synthetic
geometry. In Figure 1, for example, a user races a synthetic model
of a car around a real environment, bumping into and jumping from
real objects in the scene, after having created a model of the scene
within the system itself (shown in Figure 2).

1.1 Image-based modelling
Image-based modelling is the process of creating a 3D model of an
object on the basis of a set of images or a video sequence. Many
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Figure 1: A screen capture from Jiim showing a synthetic car model
leaving the end a real ramp, and shadowing both the ramp and a
toy ambulance. The geometry of the table, ramp, and ambulance
required were modelled within Jiim in under a minute.

approaches have been developed, from the fully automatic to the
largely manual. For example, Photomodeler [6] and Facade [17]
require the user to interactively specify shapes in the scene by mark-
ing corresponding primitives in multiple images. Based on image
markup, they estimate the parameters of the cameras that took the
images, and thence the 3D shape and texture of the scene.

More automated alternatives are made possible by using camera
tracking software to estimate camera parameters and the 3D loca-
tion of a sparse set of feature points. For example, Gallup et al.
[7] use a non-interactive plane-sweep approach to model a scene,
based on automatically estimated camera locations. This approach
runs in real-time due to a GPU implementation, but not live.

In this paper, the image based modelling approach is based on
VideoTrace [18], an interactive system by which a user can gener-
ate a 3D model of an object by simply tracing over it in an image.
However, VideoTrace requires initialisation using offline camera
tracking software. This can be a significant limitation in practice
as it separates the steps of data capture and modelling, leading to
several iterations of each in order to obtain video that can be veri-
fied to adequately cover the object.

Figure 2: Part of the process of modelling the ambulance visible in
Figure 1. One side of the ambulance has been traced out as a flat
polygon, which can then be extruded.

1.2 Real time camera tracking
One way to improve the integration of data capture and modelling is
to use camera tracking software that operates in real time. Methods
for real-time camera tracking have evolved from fiducial marker-
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based approaches, to those based on simultaneous localisation and
mapping (SLAM) which are marker-less and require neither addi-
tional hardware nor a-priori knowledge of the camera or environ-
ment.

The MonoSLAM system [5] showed that SLAMcan recover, in
real-time, the path of a single camera and a set of sparse 3D points
(called a map) which describes the shape of the scene. A key lim-
itation of MonoSLAM and similar systems is the sparsity of the
3D map typically maintained by these approaches, whose primary
goal is to estimate camera pose relative to selected keypoints in the
scene rather than to obtain a complete model of the scene’s shape.
The PTAM system of Klein and Murray [11], which combines real-
time camera tracking with incremental bundle-adjustment, is able
to build far denser maps containing over 10,000 point features. It
does this by decoupling the camera tracking from map estimation,
updating the map estimate using bundle adjustment while in par-
allel updating camera state using a faster, frame-rate process. By
applying PTAM to the live video, we obtain an estimate of the cur-
rent camera, relative to a fixed world coordinate system, and a map
of 3D scene point locations which is dense enough to form the basis
for interactive image based modelling software.

2 MODELLING FOR AUGMENTED REALITY

The interaction between real objects and synthetic content is funda-
mental to AR. Many forms of interaction require a 3D model of the
shape of the real objects involved. For example, to render a scene
that combines real and synthetic objects, it is vital to know how
they occlude each other. Klein et al in [10], tackle this problem for
a tablet-based AR system, but require a pre-existing CAD model of
any object in the scene if it is to occlude synthetic geometry.

The construction of a model which accurately reflects the shape
of even a moderately complex environment can be a time consum-
ing task. Another approach is to automatically estimate a simple
scene model. Chekhlov et al.[4] and Klein et al.[11], for instance,
detect planes in the scene in order to calculate how to render char-
acters as they traverse the real environment. Although focussed on
SLAM rather than AR, Castle et al. [3] show how planar objects
can be recognised in real-time and added to a SLAM map as a sin-
gle primitive rather than a collection of points. This technique is
extended by Gee et al. [8] who show how planar areas can be iden-
tified within a scene without requiring prior knowledge of these
objects. However, the goal of these systems is not to model the
scene, but rather to simplify the map by collapsing groups of point
primitives to a smaller number of higher level shapes.

Figure 3: Part of the modelling process for the archway in Figure 6. A
polygonal mesh is traced out over the corresponding structure in the
image, and its 3D location is estimated using available image data.
Each image is automatically undistorted.

Lepetit and Berger [14] present an approach to modelling general

scene geometry which requires the user only to specify an object
of interest in two (static) views. The authors make use of stereo
geometry to estimate the motion of the camera and its uncertainty.
The user-specified boundary is then projected into the current view
and refined in order to inform the occlusion rendering process.This
method produces good results and does not require a pre-existing
model, but it does not run in real-time. Mooser et al. [15] have
built upon Lepetit and Berger’s approach but use optical flow to
transfer an object boundary into a new image. The aim of this is to
allow annotation of real objects rather than to estimate occlusion,
Although it runs in real time it is entirely 2D and does not estimate
a 3D model of the object.

2.1 Immersive modelling
Immersive modelling is a process whereby models are constructed
using the Virtual Reality (VR) or AR system within which they
will be used [12]. Many such modelling systems exist, and the ad-
vantages of the immersive approach have been well documented
(see [12] for a survey). However, the modelling facilities in these
systems are typically not designed to create models that accurately
represent objects in the world, and using them for this purpose
can be somewhat laborious. Examples include Piekarski et al.[16]
which proposes a 3D constructive solid geometry approach to the
construction of models within the Tinmith AR system, and Baillot
et al. [1] a more CAD-like interface. Of note also is [13] which uses
a contact probe to model a surface within an AR system. None of
these systems perform any analysis of the image data, meaning that
the modeller must fully specify all aspects of each object. Bunnun
et al. in [2] propose a SLAM based and hence image assisted mod-
elling process using a camera attached to a mouse, but this requires
that each vertex in the model is individually specified in multiple
images. Kim et al. in [9] describe an ’online 3D modelling’ ap-
proach which uses satellite images to model outdoor structures for
their AR system.

The distinction between these systems and Jiim is that Jiim fa-
cilitates user-assisted generation of accurate synthetic models of
real objects based on analysis of video. Using PTAM and image
based modelling methods, information is extracted automatically
from the video which reduces the number of interactions required
to construct a model which accurately reflects the shape of the real
geometry.

2.2 Immersive image based modelling
The fact that the frame of reference for the modelling process and
the use of the model are the same eliminates the potential for mis-
alignment. Jiim thus uses no position information other than that
recovered through the SLAM process. In-situ modelling also al-
lows the user to make direct comparisons between the real geome-
try and its synthetic counterpart, greatly simplifying the verification
process.

Another advantage of integrating the video capture and mod-
elling processes is that it allows the user to identify instantly any
of the image data required to generate the model which is missing,
and capture it. This has the effect of ensuring that the user returns
from the scene with a complete model, rather than a subset of the
data required to create one.

3 USING JIIM

Jiim currently runs on a MacBook Pro (2.53GHz Intel Core 2 Duo,
Nvidia 9600M GT) and a Unibrain Fire-i camera. No other sen-
sors are used. Other interfaces could equally be used, such as a
tablet-based computer with the camera attached or a head mounted
display. The camera used has a wide-angle lens which, while highly
advantageous for single camera SLAM, causes significant radial
distortion in captured images. As many image-based modelling in-
teractions involve specifying straight lines on images, undistorted
versions of the images are used for modelling.
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3.1 The Jiim process
The modelling interactions in Jiim are a superset of those of Video-
Trace [18]. In its original form, VideoTrace supports a number of
interactions, including:

• Tracing polygons, the primary modelling process whereby the
user specifies the boundary of a polygon in an image and Jiim
estimates its location and orientation in space on the basis of
information gained through anaylsis of the image set;

• Extrusion, dragging a polygon creates a 3D volume from a 2D
polygon;

• Reflection, specifying a mirror plane allow the replication of
geometry and texture from one side of an object to another.

After each interaction, the model is immediately updated based on
the specified shape and also by fitting the shape to the image data.
This is done by a combination of cues, measuring the similarity of
the projection of the shape into each image, the fit to image gradient
data, and the fit to local 3D feature points estimated by the offline
camera tracker. More details are available in [18].

Although the model is updated interactively, VideoTrace uses a
batch optimisation procedure to initialise its processes for fitting
sketched geometry to the underlying 3D point cloud supplied by
the camera tracker. This means that all video data must be cap-
tured before modelling can begin. By contrast, Jiim is designed to
build and update models from segments of video data as they are
captured. To enable this, estimates of camera parameters and 3D
point locations are calculated in real time using PTAM in place of
an offline camera tracker. In addition, PTAM maintains an estimate
of a dominant plane in the scene. This is used by Jiim as a ground
plane, whose normal defines the vertical direction in the world.

Like VideoTrace, Jiim requires accurate user input to delineate
polygons in an image. This would be difficult to achieve while per-
forming the manipulations required to film the object. The Jiim in-
terface therefore interleaves the capture and modelling operations.
The user acquires footage in capture mode, and models in model
mode. When in capture mode, video data is displayed and stored,
along with camera parameters and 3D point locations estimated by
PTAM. The use of PTAM allows diverse AR based applications to
be run while in this mode, as shown in Section 4. When in model
mode, previously captured frames of video are displayed and can be
sketched on to create or update 3D models of objects they depict,
as shown in Figure 3 for example. Upon switching from model
mode to capture mode, the user sees the latest version of the model
overlaid on the live footage. The two modes are thus tightly inte-
grated within Jiim, but with interfaces which reflect their different
purposes.

Jiim introduces a number of interactions designed to support im-
mersive modelling:

• Plane snapping allows the user to specify that new geometry
should be confined to the same plane as existing polygons or
edges, which is useful for constraining geometry to rest on the
ground plane;

• Texturing, the user can specify which images are to be used in
order to calculate textures for polygons (individually);

• Texture painting, to remove occluding foreground objects
from the texture, the user may paint on polygons with pixels
from unoccluded images.

The disadvantage of the alternating modelling process is that
PTAM needs to re-localise on every transition from modelling to
capture mode. The modelling process typically involves holding
the platform at an angle that is convenient for modelling, but un-
suitable for PTAM. Re-localisation is thus typically required even
when PTAM runs continuously.

The Jiim process is immersive and in-situ in that modelling and
AR are carried out within the same software, and coordinate sys-
tem, and the user can update the model from within the AR system
at any time. The interactions are mouse / pen based rather than be-
ing carried out through the camera itself, and are informed by both

Figure 4: The car model partly occluded by a (real) guitar on the
basis of a model generated using Jiim.

PTAM and automated analysis of the video as it is captured. The
fact that user is able to select any frame of the video upon which
to model, rather than only the frame most recently captured, may
be seen as limiting the degree of immersion. Recall, however, that
the only video used in this process is that captured by the AR sys-
tem itself. Limiting the modelling process such that it could only
access the most recently captured frame would significantly limit
the practicality of the system as the user would need to carry out
the interactions while holding the camera (and possibly attached
computer) in precisely the position required to achieve the desired
view.

4 RESULTS

Jiim produces low polygon count texture-mapped models which
are of suitable quality for a variety of purposes, including import-
ing into Google Earth as shown in Figure 5. In order to test the
suitability of the models for AR purposes three AR applications
have been implemented. In the first the user throws balls into the
scene. The balls emerge from the current location of the cursor,
and interact with modelled geometry. Figure 6 shows a ball being
hurled, and then bouncing off a part of the modelled scene geom-
etry. The balls are synthetic elements, but through the immersive
image-based modelling process presented, are able to bounce off,
shadow and be occluded by real geometry, thus demonstrating the
interaction of real and synthetic geometry. In all applications, to
better integrate synthetic objects with the live video, a shader is
used to apply Gaussian blur and slight desaturation to the rendered
geometry.

Figure 5: A Jiim model imported into Google Earth.

The second demonstration application is a racing game. The user
generates a model of the environment around which they wish to
race using Jiim and then is able to race a model of a car through
the space. The car model bounces off real obstacles, and jumps
over real ramps as the user drives. A frame from the racing game is
shown in Figure 1.

Finally, a game titled ‘Bowl-A-Mole’ is shown in Figure 7.
In this game, the users attempts to bowl moles over using balls
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Figure 6: A frame from the Ball Game showing (synthetic) balls
bouncing off, casting shadows upon, and occluded by the (real) ge-
ometry. See video accompanying submission.

Figure 7: A frame from the Bowl-A-Mole game in which the user
throws balls at moles emerging from modelled geometry. Note the
mole on the left is occluded by the table. See video for more results.

launched from the camera position. The moles are located at ran-
dom positions in 3D upon the model the user has created.

4.1 Limitations and further work

The quality of the result produced by Jiim is dependent upon the
quality of the camera tracking and point location information pro-
vide by PTAM. Although effective, PTAM is not perfect, and often
loses track, particularly in outdoor environments, as it was not in-
tended for this purpose. PTAM also has a number of limitations,
such as requiring a wide–angle camera and losing track under cer-
tain circumstances [11]. SLAM technology is developing, however,
and Jiim can easily be adapted to another SLAM system. The mod-
elling interactions require a level of accuracy which demands the
user’s full attention. A more robust set of interactions may be eas-
ier to use if a significant amount of modelling was to be carried out.
The bottom right of Figure 6 shows a failure case in which a por-
tion of the white synthetic ball is not correctly occluded by a real
car due to the front of the car being omitted from the model.

We aim to incorporate a GPS into the SLAM system in order to
facilitate geo-referencing of models, and add stability to the SLAM
process. Following that, we aim to incorporate the capacity to im-
port and edit models from other sources.

5 CONCLUSION

Jiim combines interactive image-based modelling empowered by
PTAM and automated image analysis, with the benefits of immer-
sive AR. The result is an efficient and effective method for gen-
erating accurate 3D texture–mapped models of real objects within
an AR system. The benefits this offers in applying AR in situa-
tions where pre-existing models are not available have been shown,
along with the quality of the models which may be produced for
other purposes.
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